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1. Introduction

The ultimate goal of each survey is to obtain information about the population under study. The theory of sample survey as developed during the past several decades provides us with various kinds of scientific tools for drawing samples and making valid inference about the population parameters of interest. According to Koninj (1973), in measurement of physical quantities the personnel and devices that we have to use may not give as precise measurements as the best available. Measurement errors cannot be completely eliminated but minimized to an extent which their effects on survey results are not that profound. Basic contributions to the methodology of measurement error models were given by Mahalanobis (1946), Hansen (1946) and Sukhatme and Seth (1952) have examined the question of non sampling errors in census and survey work and they have furnished mathematical models for such errors. The objective of this study was to investigate the effects of measurement errors on the estimates of population total and population variance when samples are drawn from a stratified population using systematic sampling technique. The contribution of this study is to establish more weight as to why systematic errors should be minimized if at all valid results are to be obtained.
2. **Systematic sampling**

This is a sample selection technique in which sample members are selected from a given population according to a random starting point and a fixed periodic interval. Systematic sampling is still thought of as being random, as long as the periodic interval is determined beforehand and the starting point is random. A common way of selecting members into the sample using systematic sampling is simply by dividing the total number of units in the population by the desired number of units for the sample. The result of the division serves as the marker for selecting sample units from within the given population. Systematic sampling is to be applied only when the given population is logically homogeneous because systematic sample units are uniformly distributed over the population. In some cases systematic sampling is preferred since it spreads the sample more evenly over the population and easier to conduct.

<table>
<thead>
<tr>
<th>Table 1. Composition of the ( k ) systematic samples.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample no.</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>( y_1 )</td>
</tr>
<tr>
<td>( y_{k+1} )</td>
</tr>
<tr>
<td>…</td>
</tr>
<tr>
<td>( y_{(n-1)k+1} )</td>
</tr>
<tr>
<td>Means</td>
</tr>
</tbody>
</table>

2.1. **Stratified Systematic sampling.**

This is whereby the finite population under study is divided into relatively homogeneous groups referred to as strata and then systematic sampling is carried out in each stratum to generate samples.

**Notations:**
- \( N_h \) - Total number of units in stratum \( h \) where \( \{ h = 1, 2, ..., H \} \)
- \( n_h \) - Number of units in a sample drawn from stratum \( h \)
- \( \mu_{hk} \) - The true value of the \( k^{th} \) unit in stratum \( h \).
- \( y_{hk} \) - is the observed value of the \( k^{th} \) in stratum \( h \).

Note that \( N = N_1 + N_2 + ......... + N_H \)

3. **Sampling design**

In the theory of finite population sampling, a sampling design specifies for every possible sample its probability of being drawn. It is convenient to have special notation for this probability which in this case will be \( P(s) \).

In other words we assume there is a function \( P(.) \) such that \( P(s) \) gives the probability of selecting specified samples under the scheme in use. The function \( P(.) \) will be referred to as sampling design.

4. **The Simple Measurement Model**

In this case we would like to formulate a statistical model for measurements made on elements of a sample from a finite population. Consider a finite population, \( U = \{ 1, ..., k, ..., N \} \). It is assumed that for each element \( k \in U \), there exists a true value \( \mu_k \) and that the objective is to estimate the population total of these true values,

\[
T_\mu = \sum_{k} \mu_k
\]
A sample \( s \) of size \( n_s \) is selected from \( U \) by a given probability sampling design \( p(\cdot) \). The idea is to obtain the true value \( \mu_k \) for each element \( k \in s \), but what we actually obtain through the measurement procedure are the observed values \( y_k \) for \( k \in s \). The observed \( y_k \) is composed of the true value \( \mu_k \) and a random error or both random error and systematic error \( y_k - \mu_k \). For lack of better values, \( y_k \) is used in the estimation. For a given sample \( s \), the random variables \( y_k (k \in s) \) are assumed to have a certain joint probability distribution (conditional on \( s \)), called a measurement model denoted by \( m \). In this case we consider our survey as a two stage process whereby the first stage involves the sample selection, which results in a selected sample \( s \) and the second stage involves the measurement procedure, which generates an observed value \( y_k \) for each \( k \in s \). When evaluating expectations and variances with respect to the two stages jointly, the conditional argument is useful. As for the expected values,

\[
E_{pm}(\cdot) = E_p \left[ E_{m}(\cdot \mid s) \right]
\]

Where \( E_{m}(\cdot \mid s) \) denotes conditional expectation with respect to the measurement model \( m \), for a given sample \( s \), \( E_p(\cdot) \) denotes expectation with respect to the sample design \( p(\cdot) \) and \( E_{pm}(\cdot) \) denotes expectation with respect to sampling design and measurement model jointly.

Similarly, for the joint variance, called the pm-variance or the total variance, we have

\[
V_{pm}(\cdot) = E_p \left[ V_{m}(\cdot \mid s) \right] + V_p \left[ E_{m}(\cdot \mid s) \right]
\]

Where \( V_{m}(\cdot \mid s) \) denotes conditional variance with respect to the model \( m \), given \( s \), \( V_p(\cdot) \) denotes variance with respect to \( P(\cdot) \) and \( V_{pm}(\cdot) \) denotes variance with respect to \( P(\cdot) \) and \( m \) jointly.

We specify further the model \( m \). For element \( k \) and \( l \) belonging to the same sample \( s \), the first and second moments are

\[
\begin{align*}
\mu_k &= E_{m}(y_k \mid s) \\
\sigma^2_k &= V_{m}(y_k \mid s) \\
\text{And} \quad \sigma_{kl} &= C_{m}(y_k, y_l \mid s)
\end{align*}
\]

5. Measurement errors.

Measurement is the basis of any scientific study. All measurements are, however, approximate values (not true values) within the limitation of measuring device, measuring environment, process of measurement and human error. Several measurements of the same quality on the same subject will not in general be the same.

Measurement errors refer to errors in survey responses arising from the method of data collection, the respondent or the questionnaire. They include the errors in a survey response as a result of respondents confusion, ignorance, carelessness, or dishonesty; the errors attributable to the interviewer, perhaps as a consequence of the poor or inadequate training, prior expectations regarding respondents’ response etc. These measurement errors end up causing a considerable effect on survey estimates. These errors are broadly classified in two categories which are systematic errors and random errors.

Systematic errors are biases in measurement which lead to the situation where the mean of many separate measurements differs significantly from the actual value of the measured attribute. All measurements are prone to systematic errors, often of several different types. The errors of this category are characterized by deviation in one direction from the true value. Systematic errors may result from; Usage of faulty instrument, Usage of faulty measuring process and Personal bias. Clearly this type of error cannot be minimized by repeated measurements. Systematic errors can therefore lead to either overestimation or underestimation of the desired population parameters.

Random errors are errors in measurement that lead to measurable values being inconsistent when repeated measures of a constant attribute or quantity are taken. Random errors unlike systematic errors are not unidirectional i.e. some measurements are higher while some are lower than the true value. Another distinguishing aspect of random errors is that it is not biased. It is normally present because of the limitation of the instrument in hand and the limitation of the part of the human ability. No human being can repeat an
action in exactly the same manner. Hence it is likely that the same person reports different values with the same instrument, which measures quality correctly. This error is caused by any factor that randomly affects the sample. Random errors add variability to the data but do not affect the average performance for the group. This is why at times it is regarded as ‘noise’.

5.1. Mathematical model for measurement errors.
According to Cochran (1977), we assume a large number of independent repetitions of the measurement on the $i$th unit are possible. Let $y_{ia}$ be the value obtained in the $\alpha^{\text{th}}$ repetition.

Then $$y_{ia} = \mu_i + e_{ia}$$

Where

- $\mu_i$ = true value
- $e_{ia}$ = measurement error

Where the expectation of $e_y$ is zero and variance is $\sigma_i^2$.

$$E[e_{ia}] = 0$$

$$\text{Var}[e_{ia}] = \sigma_i^2$$

Therefore,

$$E[y_{ia} / i] = \mu_i$$

$$V[y_{ia} / i] = \sigma_i^2$$

6. Inclusion probability in a stratified population

Suppose we have a stratified population containing $H$ number of strata. If we take one stratum denoted by $h$, our indicator variable becomes,

$$I_{hk}(s) = \begin{cases} 
1 & \text{if the } k^{\text{th}} \text{ unit is included in the sample from stratum } h \\
0 & \text{otherwise}
\end{cases}$$

Our first order inclusion probability is denoted by $\pi_{hk}$ which denotes the probability that element $k$ from stratum $h$ is included into the sample. In the case of systematic sampling, because each element $k$ belongs to one of the $a_h$ equally probable systematic samples in stratum ‘$h$’, (where $a_h$ is the sampling interval in stratum $h$.)

$$\pi_{hk} = \frac{1}{a_h}$$

The second order inclusion probability is denoted by $\pi_{hkl}$ which refers to the probability that both elements ‘$k$’ and ‘$l$’ from stratum $h$ are included into the sample. Under systematic sampling in stratum $h$

$$\pi_{hkl} = \begin{cases} 
\frac{1}{a_h} & \text{if } k \text{ and } l \text{ from stratum } h \text{ are in same systematic sample} \\
0 & \text{otherwise}
\end{cases}$$

The expectation and variance of $I_{hk}(s)$ are obtained as follows,

\[ E[I_{hk}(s)] = \pi_{hk} \]
\[ V[I_{hk}(s)] = \pi_{hk}(1 - \pi_{hk}) \]

Covariance
\[ \text{cov}[I_{hk} I_{hl}] = \pi_{hkl} - \pi_{hk} \pi_{hl} \]

Since in stratum h our sampling interval is \( a_h \) we will have \( a_h \) systematic samples in the stratum indicated by \( s_r \) where \( r = 1, 2, \ldots, a_h \)

7. Horvitz Thompson estimator in a Stratified Population

According to Horvitz and Thompson (1952), the estimator of the population total is given by
\[ \hat{t}_{HT} = \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{y_{hk}}{\pi_{hk}} \]

Its variance is given by,
\[ V(\hat{t}_{HT}) = \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{y_{hk}^2}{\pi_{hk}} (1 - \pi_{hk}) + \sum_{h=1}^{H} \sum_{k=1}^{n_h} \sum_{k\neq l} \frac{y_{hk} y_{hl}}{\pi_{hk} \pi_{hl}} (\pi_{hkl} - \pi_{hk} \pi_{hl}) \]

According to Sarndal (1992) there is no unbiased estimator of the variance of estimated population total when a sample is generated using systematic sampling technique. A precise estimator below was then chosen
\[ V(\hat{t}_{HT}) = \sum_{h=1}^{H} V_h(\hat{t}_{HT}) \]
\[ V(\hat{t}_{HT}) = \sum_{h=1}^{H} N_h^2 \frac{1 - f_h}{n_h} S_{h,r}^2 \]

where \( S_{h,r}^2 = \frac{1}{n_h - 1} \sum_{h,r} (y_{kr} - \bar{y}_{h,r}) \)

Where \( f_h = \frac{n_h}{N_h} \) represents the sampling fraction

8. The Mean Square Error (MSE)

The mean square error (MSE) of an estimator is one of the many ways to quantify the difference between values implied by an estimator and the true values of the quantity being estimated. The difference occurs because of randomness or because the estimator does not account for information that could produce a more accurate estimate. In order to compare a biased estimate with unbiased estimate or two estimates that have different amounts of bias, a useful criterion is the ‘mean square error’ of the estimate measured from the population value that is being estimated. Formally,
\[ MSE(\hat{\mu}) = E[\hat{\mu} - \mu]^2 = E[(\hat{\mu} - \mu) + (m - \mu)]^2 \]
\[ = E(\hat{\mu} - m)^2 + 2(m - \mu)E(\hat{\mu} - m) + (m - \mu)^2 \]
\[ = \text{Variance of } \hat{\mu} + (\text{bias})^2 \]
The cross product term vanishes since \( E\left( \hat{\mu} - m \right) = 0 \). The use of the MSE as a criterion of the accuracy of an estimate amounts to regarding two estimates that have the same MSE as equivalent. This is not strictly correct because the frequency distribution of errors \( \left( \hat{\mu} - \mu \right) \) of different sizes will not be the same for the two estimates if they have different amounts of bias.

9. Total variance of the estimator of the population total in absence of systematic errors

The total variance in the absence of systematic errors is obtained as follows. Since our population is stratified our measurement model is
\[
y_{hk} = \mu_{hk} + e_{hk}
\]

Where
\[
E_m\left( y_{hk} / s \right) = \mu_{hk} \quad k \in s
\]
\[
V_m\left( y_{hk} / s \right) = \sigma_{hk}^2 \quad k \in s
\]
\[
Cov_m\left( y_{hk} y_{kl} / s \right) = \sigma_{hl} \quad k, l \in s
\]
The total variance is given by
\[
V_p\left( \hat{t}_{HT} \right) = V_p\left[ E_m\left( \hat{t}_{HT} / s \right) \right] + E_p\left[ V_m\left( \hat{t}_{HT} / s \right) \right]
\]

Where
\[
E_p\left[ V_m\left( \hat{\mu}_{ht} \right) \right] = E_p\left[ V_m\left( \hat{\mu}_{ht} \right) \right] = E_p\left[ \sum_{h=1}^{H} \sum_{k=1}^{N_h} y_{hk} \pi_{hk} \right]
\]
\[
= E_p\left[ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \sigma_{hk}^2 \pi_{hk}^2 + \sum_{h=1}^{H} \sum_{l \in s, k \neq l} \sum_{k=1}^{N_h} \sum_{l=1}^{N_{hl}} \sigma_{hl} \pi_{hk} \pi_{hl} \right]
\]
\[
= V_p\left[ E_m\left( \hat{\mu}_{ht} \right) \right] = V_p\left[ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \mu_{hk} \pi_{hk} \right]
\]
\[
= \sum_{h=1}^{H} \sum_{k=1}^{N_h} \mu_{hk}^2 \pi_{hk} - \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( \pi_{hk} - \pi_{hl} \right) \mu_{hk} \mu_{hl}
\]

Therefore the total variance in absence of systematic errors is given by
\[
V_p\left( \hat{t}_{HT} \right) = \sum_{h=1}^{H} \sum_{k=1}^{N_h} \sigma_{hk}^2 \pi_{hk}^2 + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \sum_{l \in s, k \neq l} \sum_{k=1}^{N_h} \sum_{l=1}^{N_{hl}} \left( \pi_{hk} - \pi_{hl} \right) \mu_{hk} \mu_{hl}
\]
By replacing both first and second order inclusion probabilities with \( \frac{1}{a_h} \) the variance becomes

\[
V_{pm} (\hat{\mu}_{HT}) = \sum_{h=1}^{H} \sum_{k=1}^{N_h} a_k \sigma_h^2 + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \sum_{l=1}^{N_h} a_{hl} \sigma_{hl}^2 + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \sum_{l=1}^{N_h} a_{hl} - 1 \mu_h^2 + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \sum_{l=1}^{N_h} a_{hl} - 1 \mu_h \mu_l
\]

10. The mathematical model for measurement of errors in stratified population

Since our population is stratified, the model becomes

\[ y_{hk} = \mu_{hk} + e_{hk} \]

\( \mu_{hk} \) - represents the true value of unit \( k \) in stratum \( h \)

\( e_{hk} \) - represents the measurement error term of unit \( k \) in stratum \( h \)

\[ \therefore E_m (y_{hk} \mid s) = b_{hk} + \mu_{hk} \quad k \in s \]

Where \( b_{hk} \) refers to the bias term

\[ V_m (y_{hk} \mid s) = \sigma_{hk}^2 \quad k \in s \]

The covariance between \( k^{th} \) and \( l^{th} \) unit is

\[ Cov_m (y_{hk}, y_{hl} \mid k, l \in s) = E \left[ y_{hk} - E(y_{hk}) \right] \left[ y_{hl} - E(y_{hl}) \right] \]

\[ = E (e_{hk} - b_{hk}) (e_{hl} - b_{hl}) \]

\[ = Cov (e_{hk}, e_{hl}) \]

\[ \therefore Cov_m (y_{hk}, y_{hl} \mid k, l \in s) = \sigma_{hkl} \]

11. Decomposition of the mean square error.

In this case we will consider the Horvitz-Thompson estimator and the effect of measurement errors on its accuracy. We will decompose the mean square error into components, assuming that the measurements obey the simple measurement model ‘m’ as stated before. The mean square error of \( \hat{\mu}_{HT} \) can be written as the sum of the total variance and squared bias.

\[
MSE_{pm} (\hat{\mu}_{HT}) = V_{pm} (\hat{\mu}_{HT}) + B_{pm} (\hat{\mu}_{HT})^2
\]

The total variance is given by

\[ V_{pm} (\hat{\mu}_{HT}) = E_{pm} \left( \hat{\mu}_{HT} - E_{pm} (\hat{\mu}_{HT}) \right)^2 \]

The bias is given by

\[ B_{pm} (\hat{\mu}_{HT}) = E_{pm} (\hat{\mu}_{HT}) - \mu \]

This is called the measurement bias, which arises when expected measurement values on elements do not agree with true values. Variance term can be decomposed as follows

\[ V_{pm} (\hat{\mu}_{HT}) = V_p \left[ E_m (\hat{\mu}_{HT} \mid s) \right] + E_p \left[ V_m (\hat{\mu}_{HT} \mid s) \right] = V_1 + V_2 \]
The first component $V_1$ is referred to as the sampling variance which is zero in the case of complete enumeration whereas the second component $V_2$ is referred to as the measurement variance. The Horvitz Thompson estimator for the population total in this case will be

$$\hat{t}_{HT} = \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{y_{hk}}{\pi_{hk}}$$

But,

$$E_{pm} \left( \hat{t}_{HT} \right) = E_p \left[ E_m \left( \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{y_{hk}}{\pi_{hk}} \right) \right]$$

$$= E_p \left( \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{g_{hk}}{\pi_{hk}} \right) \text{ where } g_{hk} = \mu_{hk} + b_{hk}$$

$$= \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{g_{hk}}{\pi_{hk}} E_p \left[ I_{hk} \right]$$

$$= \sum_{h=1}^{H} \sum_{k=1}^{N_h} g_{hk} \quad \text{ since } \quad E_p \left[ I_{hk} \right] = \pi_{hk}$$

$$= \sum_{h=1}^{H} \sum_{k=1}^{N_h} \mu_{hk} + \sum_{h=1}^{H} \sum_{k=1}^{N_h} b_{hk}$$

From the decomposition of the variance term, we have $V_1 \& V_2$ where

$$V_1 = V_p \left[ E_m \left( \hat{t}_{HT} \right) \right] \quad V_2 = E_p \left[ V_m \left( \hat{t}_{HT} \right) \right]$$

$$\therefore \quad V_1 = V_p \left[ E_m \left( \hat{t}_{HT} \right) \right] = V_p \left[ E_m \left( \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{y_{hk}}{\pi_{hk}} \right) \right]$$

$$= V_p \left[ \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{g_{hk}}{\pi_{hk}} \right]$$

$$= \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{g_{hk}^2}{\pi_{hk}} \pi_{hk} + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{\sum_{k=1}^{N_h} g_{hk} g_{hl}}{\pi_{hk} \pi_{hl}} \text{ cov} (I_{hk}, I_{hl})$$

But $V \left[ I_{hk} \right] = \pi_{hk} (1 - \pi_{hk}) \quad \text{ and } \quad \text{cov} (I_{hk}, I_{hl}) = (\pi_{hkl} - \pi_{hk} \pi_{hl})$

$$\therefore \quad V_1 = \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{g_{hk}^2}{\pi_{hk}^2} \pi_{hk} (1 - \pi_{hk}) + \sum_{h=1}^{H} \sum_{l \in S_{r-1}} \sum_{k=1}^{N_h} \frac{g_{hk} g_{hl}}{\pi_{hk} \pi_{hl}} (\pi_{hkl} - \pi_{hk} \pi_{hl})$$

$$= \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{g_{hk}^2}{\pi_{hk}^2} (1 - \pi_{hk}) + \sum_{h=1}^{H} \sum_{l \in S_{r-1}} \sum_{k=1}^{N_h} \sum_{k \neq l} \frac{\pi_{hkl} - \pi_{hk} \pi_{hl}}{\pi_{hk} \pi_{hl}} g_{hk} g_{hl}$$

but $g_{hk} = \mu_{hk} + b_{hk} \quad \text{ and } \quad g_{hl} = \mu_{hl} + b_{hl}$
\[ V_1 = \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( 1 - \frac{\pi_{hk}}{\pi_{hk}} \right) \mu_{hk}^2 + \sum_{h=1}^{H} \sum_{k \neq l}^{N_h} \frac{\left( \pi_{hkl} - \pi_{hl} \pi_{hk} \right)}{\pi_{hk} \pi_{hl}} \left( \mu_{hl} b_{hl} + \mu_{hl} b_{hl} \right) \]

\[ = \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( 1 - \frac{\pi_{hk}}{\pi_{hk}} \right) \mu_{hk}^2 + 2 \sum_{h=1}^{H} \sum_{k \neq l}^{N_h} \left( \frac{\pi_{hkl} - \pi_{hl} \pi_{hk}}{\pi_{hk} \pi_{hl}} \right) \mu_{hl} \mu_{hl} \]

\[ + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( 1 - \frac{\pi_{hk}}{\pi_{hk}} \right) b_{hl}^2 + \sum_{h=1}^{H} \sum_{k \neq l}^{N_h} \left( \frac{\pi_{hkl} - \pi_{hl} \pi_{hk}}{\pi_{hk} \pi_{hl}} \right) b_{hl} b_{hl} \]

\[ + 2 \left[ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( 1 - \frac{\pi_{hk}}{\pi_{hk}} \right) \mu_{hk} b_{hl} + \sum_{h=1}^{H} \sum_{k \neq l}^{N_h} \sum_{k \neq l}^{N_h} \left( \frac{\pi_{hkl} - \pi_{hl} \pi_{hk}}{\pi_{hk} \pi_{hl}} \right) \mu_{hl} b_{hl} \right] \]

\[ V_2 = E_p \left[ V_m \left( \frac{\hat{t}_{HT}}{s} \right) \right] \]

\[ = E_p \left[ V_m \left( \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{y_{hk}}{\pi_{hk}} \right) \right] \]

\[ = \sum_{h=1}^{H} \sum_{k=1}^{n_h} \frac{\sigma_{hk}^2}{\pi_{hk}} + \sum_{h=1}^{H} \sum_{k \neq l}^{n_h} \sum_{k \neq l}^{n_h} \frac{\sigma_{hkl} \pi_{hkl}}{\pi_{hk} \pi_{hl}} \]

Thus the total variance in presence of measurement errors is

\[ V_{pm} \left( \frac{\hat{t}_{HT}}{s} \right) = V_p \left[ E_p \left( \frac{\hat{t}_{HT}}{s} \right) \right] + E_p \left[ V_m \left( \frac{\hat{t}_{HT}}{s} \right) \right] = V_1 + V_2 \]

\[ = \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{\sigma_{hk}^2}{\pi_{hk}} + \sum_{h=1}^{H} \sum_{k \neq l}^{N_h} \sum_{k \neq l}^{N_h} \frac{\sigma_{hkl} \pi_{hkl}}{\pi_{hk} \pi_{hl}} \]

\[ + \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( 1 - \frac{\pi_{hk}}{\pi_{hk}} \right) \mu_{hk}^2 + \sum_{h=1}^{H} \sum_{k \neq l}^{N_h} \sum_{k \neq l}^{N_h} \left( \frac{\pi_{hkl} - \pi_{hl} \pi_{hk}}{\pi_{hk} \pi_{hl}} \right) \mu_{hl} \mu_{hl} \]
\[
+ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left(1 - \pi_{hk}\right) b_{hk}^2 + \sum_{h=1}^{H} \sum_{k,l \in S_{s_{hl}}} \sum_{h=1}^{N_h} \sum_{k \neq l} \left(\pi_{hk} - \pi_{hl}\right) b_{hk} b_{hl} \\
+ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left(1 - \pi_{hk}\right) \mu_{hk} b_{hk} + \sum_{h=1}^{H} \sum_{k,l \in S_{s_{hl}}} \sum_{h=1}^{N_h} \sum_{k \neq l} \left(\pi_{hk} - \pi_{hl}\right) \mu_{hk} \mu_{hl} \mu_{hl} b_{hl}
\]

Under systematic sampling in populations with stratification as previously obtained the inclusion probabilities are:

\[
\pi_{hk} = \frac{1}{a_h}
\]

\[
\pi_{hkl} = \begin{cases} 
\frac{1}{a_h} & \text{if } k \text{ and } l \text{ from stratum } h \text{ are in same systematic sample} \\
0 & \text{if } k \text{ and } l \text{ from stratum } h \text{ are in different systematic samples}
\end{cases}
\]

We then substitute these probabilities in

\[
V_{pm}\left(\widehat{t_{HT}}\right) = V_p\left(\widehat{E_m}\left(\widehat{t_{HT}} / \lambda\right)\right) + E_p\left[\widehat{V_m}\left(\widehat{t_{HT}} / \lambda\right)\right]
\]

\[
= \sum_{h=1}^{H} \sum_{k=1}^{N_h} \frac{\sigma_{hk}^2}{\pi_{hk}} + \sum_{h=1}^{H} \sum_{k,l \in S_{s_{hl}}} \sum_{h=1}^{N_h} \sum_{k \neq l} \frac{\sigma_{hkl} \pi_{hkl}}{\pi_{hk} \pi_{hl}} \\
+ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left(1 - \pi_{hk}\right) \frac{\mu_{hk}^2}{\pi_{hk}} + \sum_{h=1}^{H} \sum_{k,l \in S_{s_{hl}}} \sum_{h=1}^{N_h} \sum_{k \neq l} \left(\pi_{hkl} - \pi_{hl}\right) \frac{\mu_{hk} \mu_{hl}}{\pi_{hk} \pi_{hl}} \\
+ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left(1 - \pi_{hk}\right) \frac{b_{hk}^2}{\pi_{hk}} + \sum_{h=1}^{H} \sum_{k,l \in S_{s_{hl}}} \sum_{h=1}^{N_h} \sum_{k \neq l} \left(\pi_{hkl} - \pi_{hl}\right) \frac{b_{hk} b_{hl}}{\pi_{hk} \pi_{hl}} \\
+ 2 \left(\sum_{h=1}^{H} \sum_{k=1}^{N_h} \left(1 - \pi_{hk}\right) \mu_{hk} b_{hk} + \sum_{h=1}^{H} \sum_{k,l \in S_{s_{hl}}} \sum_{h=1}^{N_h} \sum_{k \neq l} \left(\pi_{hkl} - \pi_{hl}\right) \mu_{hk} \mu_{hl} b_{hl}\right)
\]

We then replace both the first and second order inclusion probabilities with \(\frac{1}{a_h}\) to obtain
This then simplifies to

\[
V_{pm} \left( \hat{t}_{HT} \right) = \sum_{h=1}^{H} \sum_{k=1}^{N_h} a_h \sigma_{hk}^2 + \sum_{h=1}^{H} \sum_{k \neq s_{r-1}}^{s_{r-1}} a_h \sigma_{hkl} \left[ \frac{1}{a_h} \right] + \sum_{h=1}^{H} \sum_{k \neq s_{r-1}}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \left[ \frac{1}{a_h} \right] \left[ \frac{1}{a_h} \right] \left[ \frac{1}{a_h} \right] \frac{1}{a_h} \mu_{hk} \mu_{hl}
\]

\[
+ \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left[ \frac{1}{a_h} \right] \mu_{hk}^2 b_{hk}^2 + \sum_{h=1}^{H} \sum_{k \neq s_{r-1}}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \left[ \frac{1}{a_h} \right] \left[ \frac{1}{a_h} \right] \mu_{hk} \mu_{hl} b_{hk} b_{hl}
\]

\[
+ 2 \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( a_h - 1 \right) \mu_{hk} b_{hk} + \sum_{h=1}^{H} \sum_{k \neq s_{r-1}}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \left( a_h - 1 \right) \mu_{hk} \mu_{hl} b_{hk} b_{hl}
\]

\[
+ 2 \sum_{h=1}^{H} \sum_{k=1}^{N_h} \left( a_h - 1 \right) \mu_{hk} b_{hk} + \sum_{h=1}^{H} \sum_{k \neq s_{r-1}}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \sum_{k \neq l}^{s_{r-1}} \left( a_h - 1 \right) \mu_{hk} \mu_{hl} b_{hk} b_{hl}
\]

\[
12. \text{Simulation of a finite population}
\]

Visual basic programming language along with Microsoft access were used to generate a finite population of size N=1000. A population was simulated containing true values ranging from 20 to 90 inclusive. The true values had a normal distribution with a mean of 55 and a variance of 100. The population was then subdivided into four strata. This was done by first arranging all the population units in ascending order. The first 300 units were selected to constitute the first stratum and the following 250 units were selected to constitute the second stratum. The third and fourth strata were also selected to contain 250 and 200 units respectively. A sampling interval of 10 was used in each stratum resulting to 10 systematic samples in each stratum. In each stratum a sample was selected at random. In this case an assumption was made that systematic error \( b_{hk} \) is proportional to the true value \( b_{hk} = d \mu_{hk} \)
13. Results

Table 2. Estimated population total subjected to systematic errors with proportions of size `d` [131]

<table>
<thead>
<tr>
<th>PARAMETER: POPULATION TOTAL AND POPULATION VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRUE VALUES</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>STRATUM 1</td>
</tr>
<tr>
<td>STRATUM 2</td>
</tr>
<tr>
<td>STRATUM 3</td>
</tr>
<tr>
<td>STRATUM 4</td>
</tr>
<tr>
<td>Estimated pop Total</td>
</tr>
<tr>
<td>Population Total</td>
</tr>
<tr>
<td>Variance of estimator of population Total</td>
</tr>
<tr>
<td>Estimate of the Variance of pop Total</td>
</tr>
</tbody>
</table>

Figure 1. Effects of systematic errors on variance of estimated population total

14. Conclusion

The table 2 and figure 1 indicated that there was an increase in population total and population variance with increase in systematic error. The findings of the study indicated that systematic errors had a significant impact on the accuracy of the estimates of both population total and population variance.
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