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The Effect of Nonzero Autocorrelation Coefficients the Distributions of
Durbin-Watson Test Estimator: Three Autoregrestivslels

Mei-Yu LEE

Yuanpei University, Taiwan

This paper investigates the effect of the nonzeatocrrelation coefficients on the
sampling distributions of the Durbin-Watson testireator in three time-series
models that have different variance-covariance maissumption, separately. We
show that the expected values and variances oDtirbin-Watson test estimator
are slightly different, but the skewed and kurtosiefficients are considerably
different among three models. The shapes of foefficents are similar between
the Durbin-Watson model and our benchmark modelabeinot the same with the
autoregressive model cut by one-lagged period. ®kcthe large sample case
shows that the three models have the same expeetlees, however, the
autoregressive model cut by one-lagged period egpladifferent shapes of
variance, skewed and kurtosis coefficients fromather two models. This implies
that the large samples lead to the same expectkobxva2(1 —pg), whatever the
variance-covariance matrix of the errors is assumEaally, comparing with the
two sample cases, the shape of each coefficiamitriest the same, moreover, the
autocorrelation coefficients are negatively relatedth expected values, are
inverted-U related with variances, are cubic rethteith skewed coefficients, and
are U related with kurtosis coefficients.
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autoregressive model, time series analysis
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1. Introduction

Serial correlation has the most important role utoeegressive models, which is based on the
regression analysis. If the data has serial cdivelathen the researchers have to pay attentiginaiod use
the correct variance-covariance matrix for estioratind forecasting. However, Lee (2014a) indicttes
reasons of the difference between the errors aeddakiduals in regression analysis whXfe =0 is its
internal constraint for the residuals, that is affected by the values of the independent varsalAaother
one important factor is degree of freedom whichst@ints the relationship of sample size and thabar
of independent variables. Lee found tbdE =0 is very important when the degree of freedom isveoy
large in the regression analysis, thus, the autessgze model will have to pay considerable attentin the
above factors when the researchers use the serialation test estimator. Lee (2014b) also disesitke Z
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test that can be used in the serial correlationakethed statistic when the degree of freedom is largen tha
50. In that paper, Lee investigated the effectheffactors, including the variances of the errtirs,values

of the independent variables, on the distributiafisthe d statistic. Therefore, we do not repeat the
investigations in this paper.

Due to the internal constraint and degree of fregdee use three models, including Durbin-Watson
model (Durbin and Watson, 1950, 1951), the commgoragressive model, and autoregressive model with
one-lagged period, AR(1) model, (Savin and Whi&/8), to discuss the effect of honzero autocoimsat
coefficients on the distributions of the Durbin-\W@a test estimator, the statistic. The reason we choose
thed statistic is that its formula is the combinatidrtlee residuals and no one researches from thepaety
of the degrees of freedom. In fact, the Durbin-Watsnodel has unfixed variance-covariance matrig, tae
AR(1) model is restricted in the range from -0.5Q&. We intend to show the differences from the
distributions of thed statistic among three models, and to comparedb#icients of thal statistic between
any two models.

This paper complements and explains if the null dlypsis is the nonzero autocorrelation
coefficients, H: p = po, po # 0, then how the distributions of tliestatistic will become and what are the
differences among three models. We show that tteztmodels have the same autocorrelation coeffgien
as the null hypothesis in the robust analysis, ibuthe small samples, the three models have differe
distributions of thal statistic. It is worthy noting that the importarafethe null hypothesis with the nonzero
autocorrelation coefficient. When the researcheas &now the data of the exactly autocorrelation
coefficient, they can accurately forecast and jutlge future. Even the critical value table can hétb
without neglecting the properties of the errors #ralvalues of the independent variables. The tsireiof
the paper is as follows. Section 2 describes treetmodel settings and the simulation proceduretic®e3
explores our simulation results that have (1) thggons of four coefficients among three models wiie
sample is 57 and the number of independent vagadblé, and (2) the patterns of four coefficiergsaeen
any two models when the sample is 1000 and the auwibindependent variables is 6. Section 4 present
the conclusions and discussion of the results.

2. Themode
Consider a linear regression model with k regressand T sample sizes, as

Y =X B+ e

(Tx1) (Txk) (kx1) (Tx1)
Eachg; is the error matrixe, and satisfied with three conditions that are

() eisi.i.d. Normal distribution.
(i) E(e) = 0 and Var§) = o2 for all t.
(i) E(erxerr) =0and B x¢g) =0, |i—j|>1,foralltandi,j=1,2, ..., T

Y = X B + e is constrained by B = 0 and EX"e) = 0. Use OLS and get the estimator of
coefficients,B = (X"X)*X Y, due to the constraint ¢f"e= 0. Thus the residuals age= (I — X(X"X)"

XT)e, which is satisfied with E{) = 0 and XT€= 0 and the degree of freedom being T-p-1. The sfim
square residuals will be

E(gg") = ol —X(XTX)XT) (1)

The condition (iii) guarantees the errors are imtelent from each other. However, the serial
correlation model has broken condition (iii). Irder to test the extensibility of theestatistic in the serial
correlation models, the models are that

® Model A is the Durbin-Watson model introduced byrbio and Watson in 1950.

® Model B is the serial correlation model in commohis is also the benchmark model.

® Model C is the autoregressive error procedure wiith lagged period.
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2.1.Mode A

The serial correlative condition of Model Ads: = pet + u+1, where t =0, 1, ..., T-Jy is population
autocorrelation coefficient af:1 ande, s is i.i.d. Normal distribution with E¢:1) = 0 and Vanf+1) = ¢°
for all t. The specialist property of Model A isthinfixed variance of the error when t increades, is,

t+1

Ea=pRE L= (P

e

Var(e,,,) = 022 (( o) )
(o) )JXJZ,
pX[ﬁz«pﬁ”‘n

j=1

ple.c.)- [ bS]

j=1 =1

t+1—

xu),

(e, x M)=px(

=1

wherep(g, &+1) is the sample autocorrelation coefficient. Ippeoaches to infinite, then Vai) = 62
I (1 —p?), E(et X &w1) = p Var(e) andp(e, &+1) = p (See the proofs in Appendix I).

2.2.Model B

The serial correlation condition in Model Bss: = pe; + pw1, Where E X eu41) =pc?, t =1, 2, ...,
T-1, thus,uw1 is i.i.d. Normal distribution with B{+1) = 0 and Vang+1) = (1 —p?) o2 for all t. This serial
correlation condition indicates the conditiorsah on & is Normal distribution with E{:1 | &) = per and
Var(ew | &) = (1 —p?) o2 Therefore, the variance-covariance matrix is

1 o P o' p!
0 1 0 o7 p'?
E(eeT)= 07 o p | I ot ph? 1
o' p}—3 pT.—2 ..... 1 0
7-1 T-2 s 0 1

The special property of Model B is

E(g, x¢,,)=px0”,

__pxo’

,O(Et ) EM) = W

2.3.Model C

The serial correlation condition in Model Ceis, = pe; + 1, Where E§ X e41) =po?, t =1, 2, ...,
T-1, and E¢ X &) =0, j > 1. Thus, the variance-covariance magix
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[ o pxo* 0 ... 0 0
pxag: o' pxot .. 0 0
0 xg? o ... 0 0
E(ee™) = P
0 0 0 pPXO o’ pxo’
| 0 0 o .. pxog’ o’

It should be noted that the autocorrelation corffits cannot be more than 0.5 and less than -0.5, o
the model would be flawed.

2.4. The Durbin-Watson test

As top = 0, the three models become one model wherertbesei.d. Normal distribution with E)
= 0 and Varg) = ¢ Thus, the joint probability density function bEterrors is

fesoloiir) 2

where o <g <o andt=1, 2,...,T, and then those residuals tratalculated from the Original
Least Square (OLS) method will be also restrictedhe internal constraintX™ €= 0. The DW test statistic
is not noised by?. Unfortunately, the lack of discussions of thetatistic is not only property of central
limited theorem, that has been discussed by Le&4{?0 but also the effect of nonzero autocorretatio
coefficients on the distributions of thestatistic which has different variance-covariantarices in three
models. As to the hypotheses; b= po and H: p # po, the joint probability density function is

_ efSe
2‘2‘0.5

wherez = E(8¢") and <o <gr<owandt=1, 2,..., T.
Durbin and Watson (1950, 1951) build tHestatistic for testing the serial correlation oé tHata
when the null hypothesis is a zero autocorrelatimefficient. Thed statistic is

1 ~ 2
Zi (gt - gt+l)
—_ =
DW==—e——
2
=1

whereét =Y, —YAt. However, the mathematical transformations oftjpnobability density functions,

from the errors to the residuals and from the redglto thed statistic, are not 1-1 relation and cannot find
the jocabian functions, that is,

A A a(&,....&
f(gl,...,ar_l):f(el,...,e‘T)Xﬁ,
ST
and
Cera a2\ JO(EEL)
DW = f(&,....& ) 2(DW)
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Because the exactly sampling distributions of thestatistic cannot be found, the computer
simulation is needed whatever the autocorrelata@ificient is zero or nonzero.

3. Simulation procedure

The computations are performed in C++ on Intel d@reesktop. In order to control the internal
constraint of regression and to derive the proligbiensity functions of thel statistic, we use a new
simulation process based on random number methodoviercome the problems of probability
transformation! Thus, the Durbin-Watson test estimator can beilsited under null hypothesisohp = po,
wherepo # 0. The computer repeat¥’ 2alculations per time to get®2/alues of the Durbin-Watson test. The
research method is as followed.

Step 1: Give the intercept and slope vafes B1 = B2 =...= B« = 0, and the data set of independent
variables.

Step 2: Get the error data set of hormal distrdrutvhich sample size i Here, the error value is
independently.

Step 3: According to the linear regression modéirgeand computing the data set of dependent
variable,Y = XB +&.

Step 4: Calculate the point-estimated values ofesegion coefficient and getting the estimated
values of dependent variablé,= XB .

Step 5: Calculate the data set of residﬁa:l,f( ~XB.
Step 6: Get the value of tlgestatistic.

Every time generate'2values by repeating Step 2 to Step 6. Those vaaegenerate a frequency
table and then calculate the sampling distributiand coefficients. Becausé®2alues per time is large
enough, the sampling distributions of thetatistic can be viewed as population distribigiobhe error of
coefficients between real value and estimated valfrem 1/1000 to 1/10000.

When the sampling distributions of tHestatistic are generated, the computer calculaesneans,
variances, skewedness, and kurtosis coefficiertits.skewedness and kurtosis coefficients can emsare
whether the sampling distributions of ttiestatistic are Normal distribution or not in theeth models. The
paper defines the coefficients of tthetatistic as
p = X1 is the autocorrelation coefficient of theces:.

E(DW) = X2 is the mean of thistatistic.

Var(DW) = X3 is the variance of trebstatistic.
o(DW) = X4 is the standard deviation of tetatistic.
v1(DW) = X5 is the skewedness of tHestatistic.
v2(DW) = X6 is the kurtosis of the statistic.

4. Simulation results

First, the computer calculation depends on theeslof independent variables (Appendix Il), 6
regressors, the variance and autocorrelation cisftis of the errors. The sampling distributionsthed d
statistic have four coefficients which are patterbg the autocorrelation coefficients of the errfoosn -0.99
to 0.99 for Model A and Model B, and form -0.49G@e!9 for Model C, as shown in Table 1. The small
sample case, T = 57, shows the effect of the autelation coefficient on the coefficients of thergaing
distributions of thel statistic.

Table 1. The extreme values of the coefficients of in thmedels when the autocorrelation coefficient is rooZT

=57, k =6)
X2 X3 X4 X5 X6
Model A Max 3.650836288  0.066942063  0.258731643  7%0#42865 5.882692292
Min 0.496834365  0.020959918  0.144775404  -1.4473215 2.897774026

T The software of Durbin-Watson test is provided@g.C. Ltd. The software of Durbin-Watson test miq#iéodel B) is available online on the
website: https://www.facebook.com/pages/Welsh-GBroigram/606775822740593. The traditional Durbirtsa test model is based on Imhof
(1960) and Pan (1968).
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Model B Max 3.680587671 0.066940095 0.258727839 0.806132468 917216908

Min 0.492612374 0.01518781 0.123238833 -1.736253752 96248261
Model C Max 2.807037254 0.066956001 0.258758576 0.230931679 39399415
Min 1.168332061 0.039141875 0.197843058 -0.237106198 898300265

Table 1 illustrates the maximum and minimum of foaefficients in three models. By comparison
of Model A and B, two models have the same mininairg(DW), maximum of Var(DW) and(DW), but
slightly different maximum of E(DW), minimum of V@W) and o(DW). Moreover, Model B is more
positive-skewed and centralized than Model A. HosveWlodel C has the most extreme differences of
E(DW), y1(DW) andy2(DW) than Model A and Model B, except for maximufiv@ar(DW) ands(DW).

Although Table 1 shows the five coefficients of thetatistic, we still do not know the effect of
autocorrelation coefficients on the sampling disttion of thed statistic. Therefore, Table 2 illustrates the
plots of four coefficients where the vertical aidsE(DW), Var(DW),y1(DW) andy»(DW), separately, and
the horizontal axis represents the autocorrelata®fficients. Those plots assist us to investigdtether the
d statistic is Normal distribution and how the aatwelation coefficients affect the sampling distitibn of
thed statistic. As to the whole range pfin three models, E(DW) is negatively and lineadiated withp.
This implies thatlE(DW) / dp < 0. The plot of E(DW) also passes through ard2u0028 (Model A and B)
and 2.0027 (Model C) as = 0. The reason is that the negatpveauses the errors and the residuals to
fluctuate up and down from t to t + 1 period, hoemthe positivep leads to one and fixed direction for the
errors and residuals. Second, Var(DW) is an indedeshape. This implies that the higher tpleig, the
lower the Var(DW) is. However, the maximum of Vawf) occurs ap = 0.02 in Model A, ap = 0.01 in
Model B and ap = -0.01 in Model C. This also shows that the maximof Var(DW) is not ap = 0. This is
because the different assumption of variance-camaé matrix. From the view of E(DW) and Var(DW),
E(DW) cannot be used to derive Var(DW) becauselittear relationship cannot represent the U-shape
relationship, especially when the autocorrelatioefficient is nonzero.

Table 2 also illustrates the plots of the skewed kortosis coefficients. The plots of skewed
coefficient are cubic shape which shows the highep is, the higher the skewed coefficient is. The stéw
coefficients are positive whgn> 0. Model C has considerable shape of skewediciegits by comparison
with Model A and Model B. Although the kurtosis €figent is 2.8978 in Model A, 2.8975 in Model Baé
208990 in Model C whep = 0, the minimum of the kurtosis coefficient occimp = 0.01 in three models.

If |p| becomes larger than 0.01, the kurtosis coeffidimreases, in particular, the higher the neggtivg
the higher the kurtosis coefficient is in Model AdaModel B. The plots show that the assumptiongadel
B lead to the higher kurtosis coefficient than Mo#levhen p| becomes larger and close to higher relation.
We also find that the kurtosis coefficient is largfgan 3 wherp < -0.37 in three models, but occurs wipen
> 0.39 in Model B and Model C, and wher 0.38 in Model A.
Thus, we can obtain the proposition as follows.

Proposition 1.

(1) dE(DW) /dp < 0. Wherp =0, E(DW) = 2.00 accurate to the second decirzalep

(2) Whenp < 0, dvar(DW) / dp > 0 anddvar(DW) / dp < 0 whenp > 0. The second-order
condition isd®var(DW) / dp? < 0.

(3) dy(DW) /dp > 0. Wherp = 0,y,(DW) = -0.00 accurate to the second decimal place.

(4) Whenp <0,dy2(DW) / dp < 0 anddy2(DW) / dp > 0 whenp > 0. The second-order condition is
d?y2(DW) / dp? > 0.

In the small sample case, the assumptions @f&f.1) and the variance- covariance matrix leads to
the differences among three models when the samapl@éshe number of regressors are the same. This is
because Model B has the fixed variance in the agsamof first-order autoregressive errors, meatayhi
Model C is based on the only one-lagged periodceffe the errors. The four coefficients in threedels
show that the sampling distributions of ttiestatistic are not Normal distribution in the rangfep. One
reason is from Lee (2014a, 2014b), other reasdhas nonzergp disturbs the errors, the residuals, its
mathematical combination and the variance-covaeanatrix, thus, the statistic cannot display a Normal
distribution.

90



Lee, M-Y., 2014. The Effect of Nonzero Autocorr@atCoefficients on the Distributions of Durbin-VBah Test Estimator: Three Autoregressive
Models.Expert Journal of Economicg(3), pp.85-99

Table 2. The coefficients in three models when the autotatiom coefficient is nonzero (T = 57, k =6)
Model A Model B Model C

X2 X2 1

35

X2 3
28
26

X1

X3

0.01

X1 X1

X5

X6

Due to the relationship of each coefficient @nd Table 2, we can estimate each coefficient efdth
statistic by the autocorrelation coefficients, tisatregress each coefficient prby curve-linear regression
method, which is based on the Taylor expansiontiomgcin Table 3. The horizontal axis is the valoég
and the vertical axis is the values of each caefiic It is noted that the three models indicatt thed
statistic is asymmetric at 2 and has significaffedénce iny1(DW) andy»(DW), in particular, when the null
hypothesis is bl p = po.

Table 3. The estimation of each coefficient in three moddisn the autocorrelation coefficient is nonzero

Symbol Modd A Model B Moaodel C

X2 & 0C1.X@) . The estimated ine is }2=HOXT) X2 %1X2),The estimated ine is X2=H0<T) w2 01X2).The estimated ine is X2=HO<T)

36508 36805 28070,

04936 d 11683
04968 d
T 089 043

X3 0 <1 X3), The estimated fine s K3=HECT) @ 041 X3) The estimated ing 1s K3=H0<1) @ 041 X3) The estimated ing 1s K3=H0<1)

0.0869 0.0669. 0.0868.

00151 1 00301
0.0208 o
0,99 -0.88 048
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X5 ¥ 041 X8) The estimated ing is K6=H0<1) e 041 X8) The estimated ing 1s K6=H0<1) e 041 X8) The estimated ing 1s K6=H0<1)
nnnnnnnnnnnnnnn

nnnnn

sssssssssssssss

28077
-0.99

The Appendix Il illustrates the residual plotseach coefficient after estimation. The residuatglo
show that the model setting leads to the diffeedfect ofp on the coefficients of thd statistic, even the
shapes of each coefficient are as similar as pessNdoreover, Model A and Model B have similar
coefficients, but the residual plots are considgralifferent with each coefficient. The special iaaice-
covariance matrix assumption leads to the resigl@tl of Model C different from others. Due to the
considerable paths of coefficients as a changeautofcarrelation coefficients, the statistic is still sensitive
and is used for hypothesis testing in three moglakn the null hypothesis isotp = po.

4.1.Robust analysis

When the samples are large enough, the three mbdeks the same sampling autocorrelation
coefficient,p(s, &+1) = p, however, have different values ofEf ¢:.1), that is,

2

yolos
E(‘E‘t’gtﬂ) = 1_102

po’  ,Model BC

,Model A

Thus, the zero autocorrelation coefficient leads(tg &+1) = p(et, e+1) = 0 in the three models. If the
null hypothesis is nonzero autocorrelation coedfitj H: p = po, and T is infinite, then

E(DW) = 2 (L —po). )

The expected values of tlestatistic is a constant value away from 2 meaaskthas no impact on
the robust means of the statistic whatever the autocorrelation coefficient Furthermore, E(DW) is
negatively and linear related withh as shown in (2). However, E(DW) insufficiently repents the
information of the sampling distributions of tietatistic when T is large enough. The second tatfiorows
of Table 4 illustrate the effect of the higher maornseon the sampling distributions of thestatistic. The
second row shows that Model A and Model B havestitae shape of variance, but are different from Mode
C. moreover, Var(DW) is affected considerably bg pgositive autocorrelation coefficient in Model Ada
by the negative autocorrelation coefficient in MioBeWe also find that the higher thd |s, the larger the
difference between Model A and Model C (Model B &hadel C) is.

The third row illustrates that the higher positpvéeads to that (1) the skewed coefficients of Model
A are larger than that of Model B and (2) thera larger difference from the(DW) of Model A (or Model
B) minus theyi(DW) of Model C. However, the larger negatipeinduces in the larger difference from
v1(DW) of Model C minug1(DW) of Model A (or Model B). We also can find that

ap(BW) 5 o
do
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The fourth row illustrates that the smallest valagg(DW) occurs inp = 0. When thep] becomes
larger,y2(DW) increases in the three models, in particullae, pattern of2(DW) has a kinked point gt
=0.1. The relationship betwegs(DW) andp is

dy,(DW) >0 ,if p<0
do <0 if p>0 "

and
dy2(DW)
— 5 < 0.
do
Table 4. The comparison of the changes between three siaalfficients and autocorrelation coefficient{1T000
and k =6)
Model A vsModel B Model A vsModel C Model B vsModel C
E(DW) 3 X
2.5 2.5
1.5
1.5 1
1 0.5
— 0.5 —r—T T
109D 0-E800DI00DDDLDODESL . . . ——! . . . . 0.50.40.30.20.1 0 0.10.20.30.40.5
04030201 0 01 02 03 04
—— D] _L —— D] B — —_ O EDW|_E =i EDW]
Var(D
( V\O 0.006 0.005 0.005
/0.003 1 ’\‘\x 0.003 -
0.002 0.002 + 0.002
0.001 0.001
-10.8.9.0.6.5.6.5.0 100.0.0.9.9.9.6.0.9.91 L L — L L —
0.4-0.30.20.1 0 01 0.2 0.3 04 0.4-0.30.20.1 0 01 0.2 0.3 04
——p— DWW |_A . 7D |_E
skewness
0.1 0.1
/\/M
QMI J} 0.1 0.2 0.3 0.4 -0)(.4%?05 0.1 }i 0.1 0.2 0.3 04
0.1 0.1
e 71| D_A D e £ L Ll 1 DW_E e 1| D_C
kurtosis
3.02 3.02
3.015 3.015
\f;i;)/ 3.01 -F—EVE/E/:
e’ —
S —y S —y
3 A — 3 —
2.995 \// 2.995 \/‘/
0D EDEDODD00DD.DODDDDL 04030201 0 010203 0.4 04030201 0 010203 0.4
e DA Dl T DW_E — J—— yZjowL s R L
Comparing with Table 2 and 4, the sampling distidns of thed statistic have the following
properties.

Proposition 2. At small and large sample cases,
(1) E(DW) passes through 2 when null hypothesis+s0 in three models.
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(2) E(DW) is negatively and linearly related within three models

(3) Var(DW) is inverted-U related witp in three models.

(4) Model A and B have the same shape of Var(DWDW) andy2(DW), that are different from
Model C.

Table 4 also shows that the sampling distributtbrihe d statistic in three models is a Normal
distribution with E(DW) = 2 due tg:(DW) = 0 andy»(DW) = 3. This is an evidence of Durbin and Watson
(1950, 1951) when the samples are large enoughsddend property is that the higher the posipive the
more positive-skewed the sampling distributionsthef d statistic are. The small sample case in Table 3
explains that the different variance-covariancerixaissumption affect the effect of the autocotieta
coefficient on the sampling distributions of tHestatistic, that have different expected values attakr
coefficients as shown in Table 1, 2 and 3. Wherstdmples become large, Table 4 shows the sametegpec
value, variance and skewed coefficients among thmegels even through the kurtosis coefficient Igtle
bit different among the three models. Therefore, ldrge samples can eliminate the variance-covegian
matrix assumption and lead the three models torbeame model.

5. Conclusions

The paper runs computer simulation of serial cati@h test for an example of Durbin-Watson test
estimator when the errors have nonzero autocowelabefficient in first-order autoregressive modéle
try to compare three models to show the effect mizero autocorrelation coefficients on the sampling
distributions of thel statistic.

The results can be divided with three parts. Tte fesult is from the viewpoint of the sample size
We find that whatever the sample size is, the er@gegalues, variances, skewed and kurtosis coefiigi
have the same patterns of the autocorrelation icaaffs in three models, separately, but part ddiesare
not the same. We also find that the assumptiongaofnce-covariance matrix can be eliminated by the
increasing samples, therefore, the sampling digidhs of thed statistic have the same expected values in
three models whatever the autocorrelation coefitsiare. This result implies that in the long rilmee time
series models have the same expected values, @j1that are different from the small sample case tiu
the expected values of Model C.

The second result is from the view of the null hyyesis with zero autocorrelation coefficient. We
show that the higher the positive autocorrelatioafiicient is, the lower expected values and vaesnof
the d statistic are, but the higher the skewed and kigtooefficients are. There are reversed resultien
situation of the negative autocorrelation coeffitde The third result is from the perspective ofoigh
patterns of each coefficient. We shows that theatelation coefficients are negatively and ligar
related with expected values, inverted-U relateth wariances, cubic related with skewed coeffigeatd
U-quadratic related with kurtosis coefficients whte autocorrelation coefficient is from the minimuo
the maximum in three models whatever the samplesTdre three results can supplement the literatures
about the serial correlation test for an exampldefsampling distributions of thiestatistic.
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Appendix |

The model of Durbin and Watson (1950) is shownentisn 2. Based og,,, = 0 X & + 44, and

, the first error isg, = 4, and then substitute intg,, = pX &, + 4., and obtain the second error,

&= px &+, E(&)=0Var(g,) = (1+0%) x o?

Thus, E( Xé’z) P X 0° and the sampling autocorrelation coefficient @& tinst and second errors

p(&, &) :W-

Following the same calculated step, we can dehae t

E3= PXE* Uy = 07 X [+ PX [y + 1,

E(&)=0Var(g,) = (1+ 0+ p*) x 0%, E (g, X &) = px 1+ p7) x
(1+p )

\/(1+p ) (1+,02 +p4) ’

E, = PXEF Uy = P X [+ P X Uy + PX ly+ [,

E(s)=0Var(s,) :(1+,o +0+p )xa E(&x¢&,) :,0><(1+,02+,04) x g
[0+

(1+p2 +p4) ><(1+,02 +p* +p6) ’

P& 6) =

p(&85) :\/

Thus, the t+1th error is that

Ea = OXE oy =5 (0™ % p1)t=0,12,..T -1,

=

E(£.)=0Var(e,)= [Hzl((pz)”l"')jxaz,

=

E(gx&,)= pX(i((pz)”“)j x g,

(&)=
SRR EE )

If t becomes infinite, then
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2
Var(e) =7,
1-p
( )JZ
E(gtxgt"'l):px(l_pZ)’

P& Ea)=P

The values of independent variables are as follows.

Appendix |1
X1
1 8.3942796673,
2 11.0926182469,
3 11.5956287654,
4: 5.1294293068,
5: 10.0930459757,
6 10.7591584850,
7 11.6389242060,
8 8.9339369321,
9: 9.9655867410,
10: 13.8544611999,
11: 8.7572543061,
12: 11.4333746774,
13: 7.7931279457,
14 : 10.2407183608,
15: 14.3323237799,
16: 9.2031646401,
17: 9.6889534618,
18: 11.7050955005,
19: 9.1971260006,
20: 11.6707749148,
21: 11.0084985964,
22: 10.4393336651,
23: 9.2754712315,
24 11.0956560003,
25: 10.0791634122,
26: 8.3487204240,
27 : 6.8463525509,
28 : 10.2020988906,
29: 11.1117713869,
30: 12.0664318754,
31: 14.1141812980,
32: 14.4138413029,
33: 13.3645790169,
34: 9.5655683954,
35: 11.5832033625,
36: 9.6500026201,
37: 12.3330653338,
38: 8.6508259080,
39: 45136304186,
40: 9.8912177478,
41: 10.5036288232,
42: 11.5565815704,
43: 9.0099119726,
44 7.5743427980,
45 : 11.6365114336,
46: 11.1134974482,
47 : 10.3679908394,
48 : 7.9550202448,
49: 9.8991655726,
50: 13.3109816579,
51: 10.6629372996,
52: 9.8145247150,
53: 9.4802865631,
54 : 10.6029033874,
55: 11.7298865621,
56: 11.6520524994,
57: 8.7944443244,

X2
5.9743248114,
8.5865059254,
4.1842520567,
-2.0229243067,
2.9087056925,
6.2449255029,
9.8559733690,
9.6674110044,
3.0860552350,
10.0577880915,
1.5409028398,
8.2238421572,
9.7999622586,
12.0302431166,
9.4305408181,
10.3699880329,
18.4917329222,
9.2397083531,
9.7093882312,
10.4567343750,
12.7098983514,
20.4063934575,
8.4469984069,
19.5079769882,
16.6823583643,
7.3381429614,
8.3279194586,
27.1915803537,
11.2269060716,
16.8006310885,
14.8284107479,
19.1844447867,
9.4110987477,
4.8458408500,
12.2463389796,
18.1501333618,
13.0854669917,
7.4336577229,
12.2936868514,
8.4305240403,
7.2971005321,
8.4932003482,
8.7630513853,
14.2064111846,
6.9482916849,
13.0029282291,
7.5178716331,
7.9756557376,
10.0250753674,
13.0867379409,
20.0562925451,
6.1691472249,
12.5350409185,
15.0919249001,
10.1802191618,
13.4732923593,
7.7765307842,

X3
10.5433072070,
6.3276410268,
7.5754211833,
-3.7205994925,
-1.2463797401,
1.9952881995,
19.6769166275,
6.7274054640,
3.3136013263,
3.5409810319,
3.3691779308,
3.8054267172,
13.7500226003,
21.5510469818,
10.6476934619,
13.4563031661,
20.2756938987,
15.1044690444,
8.0743237967,
5.4346885708,
6.8381258406,
28.1712423189,
11.1884566405,
25.0650104995,
11.4975529785,
6.1028497337,
13.8199774185,
27.5917133148,
3.5639405330,
12.7379497272,
19.3868646899,
24.2918371048,
11.5351840149,
-0.5970340237,
16.83357328009,
20.0768361023,
10.3700300441,
3.3471939688,
11.2979665482,
5.5554726620,
6.5609778313,
13.4741026052,
8.6233918610,
9.6177663912,
9.2461095245,
17.7683519485,
6.9816044043,
16.6152281740,
1.0786738992,
16.2703335687,
18.1713161972,
10.8781016015,
13.4437574182,
17.3438740646,
10.5720358408,
15.1137069458,
13.3726243393,

X4
4.4919705977,
2.3013060649,
8.8748009076,

-1.9710922902,
-1.6367202069,

-1.5751044802,
20.4092287951,

6.5328385454,

1.7862885234,

-1.4431102299,
3.6215888116,
7.5846859124,
18.0159218476,
24.0161513894,
10.1736825488,
17.1566859980,
21.1204395704,
14.1883861443,
10.1626439416,
-0.9926995759,
4.2922825990,
25.2106896922,
16.2975452059,
33.9560034171,
3.6802821135,
10.1956370626,
12.8437508964,
29.9451507344,
-3.5779110472,
13.1094040242,
16.6036456738,
29.4721002588,
16.2980802028,
-5.1658276064,
12.3957409976,
26.4200908540,
3.1991677444,
-5.6158892589,
-4.2015056613,
2.9828278842,
4.1186668666,
12.2157823319,

21.5107027433,
14.9992214910,
10.7606715127,

10.2323919463,
5.0161344127,
12.9908386728,
10.1037433773,
6.9847587587,
25.4100266454,
15.9769454371,
12.5934461630,
19.9795003428,
13.6541262143,
19.6391088533,
0.4885322455,

X5
3.4547532369,
1.4194860328,
9.2966283694,

-2.1071922389,
-1.3437181198,
-2.6548128155,

21.7139250496,
5.6853699385,
2.9068953205,

-1.8569863686,

4.1015402009,
7.0073612155,
18.5204442419,
23.9080548620,
11.1187329437,
17.1761252852,
19.5081788708,
12.3015307628,
9.9055454481,
-0.2580358331,
5.9724619693,
27.0691680197,
15.6140416028,
33.8813717485,
3.6446917006,
7.8041414071,
10.8282376376,
28.9996646890,
-2.6505471172,
14.5127143598,
16.3620462244,
30.1116915480,
16.3960191979,
-3.2146578374,
12.6831959365,
26.6705510566,
3.3954099265,

-5.7818123740,

-4.3902967105,

2.9390925524,
6.6299078094,

12.5357982707,
21.2282336352,
14.1796342689,
13.7441068642,
9.4664227563,
4.0434035535,
12.8983318498,
10.7185910088,
7.2106934802,
26.7295197714,
15.0685888697,
14.2171197996,
20.9217770362,
13.0717268281,
19.8817273292,
1.5605716470,

X6
0.3660935162,
1.2979850825,
9.9319530606,

-3.9631068919,
-2.4391750503,
-1.4225324227,
21.3941172645,
5.5179365070,
2.7189989340,
-4.1283708796,
1.6426980000,
6.0419247516,
19.6681100550,
22.8212635916,
11.5326224000,
18.7154800011,
19.1797324594,
15.4676571064,
7.9878593242,
-0.7226713447,
9.0484380444,
24.3148963415,
16.8164249462,
31.1591859967,
-1.5133543254,
6.1380528833,
8.8860080326,
29.0885852288,
-2.4333384008,
19.0237276954,
15.8977919007,
32.1152744433,
10.9799564480,
-1.0457040390,
11.3378073349,
26.4265966911,
2.7978941630,
-9.0915191233,
0.3980143565,
2.0756327884,
5.0101628919,
13.2931521944,
21.0894539511,
13.9101853988,
12.3564493977,
10.6690435813,
6.9792018302,
13.2096870593,
12.5231682908,
6.7330443978,
30.9814884118,
13.9958726602,
15.6588514033,
24.7741874651,
13.3738621297,
22.6044071700,
1.3088040036,

96




Lee, M-Y., 2014. The Effect of Nonzero Autocorr@atCoefficients on the Distributions of Durbin-VBah Test Estimator: Three Autoregressive
Models.Expert Journal of Economicg(3), pp.85-99

indepedent sample correlation coefficient------------

r(X1,X2)= 0.2859050169
r(X1,X3)= 0.2312889512
r(X1,X4)= 0.2005213829
r(X1,X5)= 0.2265887605
r(X1,X6)=  0.2167931260
r(X2,X3)= 0.7866728319
r(X2,X4)= 0.6583522828
r(X2,X5)= 0.6616447747
r(X2,X6)= 0.6699690814
r(X3,X4)= 0.8279580562
r(X3,X5)= 0.8262028589
r(X3,X6)=  0.8057327110
r(X4,X5)= 0.9937831984
r(X4,X6)=  0.9677570153
r(X5,X6)=  0.9770514117
Appendix 111

Table 3 shows the estimated line where we regrast eoefficient of thed statistic on the
autocorrelation coefficients in the autoregresshadels with T = 57, k = 6 and three variance-carare
matrices. Appendix Il shows the estimated functibeach coefficient and the corresponding resigial

Table A-l11. The estimated function and residual plot of eaméfficient in three models

Model A

Model B

Model C

X2= 2.00276415438656840000+ X2=
-1.64527441226274250000*X1"1+
0.02402413310483098000*X1"2+
0.04011142093775976700*X1"3+
-0.19569147005677223000*X1"4+
-0.07628797340541204600*X1"5+
1.96844828128814700000*X1"6+
0.47423921976266570000*X1"7+
-9.18280923366546630000*X1"8+
-1.92248008535207760000*X1"9+
23.28459286689758300000* X110+
4.14671876727263110000*X1"11+
-32.32774972915649400000* X112+
-4.30549033957667860000*X1"13+
23.28432893753051800000* X114+
1.69847563160714190000*X1"15+
-6.77781558036804200000*X1"16+

Estimat
ed
functio
n of X2

2.00285458297548760000+
-1.64470797005871040000*X1"1+
-0.00454932160209864380*X1"2+
0.00927235203368426130*X1"3+
0.16936979815363884000*X1"4+
0.28804339144714852000*X1"5+
-1.49353519082069400000*X1"6+
-1.72851022418154090000*X1"7+
6.88667500019073490000*X1"8+
4.85288819303698920000*X1"9+
-16.79043436050415000000* X110+
-6.98888725740226850000*X1"11+
22.59680891036987300000* X112+
5.07867236837829240000*X1"13+
-15.62164354324340800000* X114+
-1.47609063876583240000*X1"15+
4.34942269325256350000* X116+

X2=

2.00281731306768050000+
-1.64539365254915730000*X1"1+
-0.06201925780624151200*X1"2+
-0.09805036787599519200*X1"3+
0.04113501310348510700*X1"4+
-0.18425352406529782000*X1"5+
0.23702049255371094000*X1"6+
0.77233835506740434000*X1"7+
-21.15847778320312500000*X1"8+
3.66662154669757000000*X1"9+
270.37036132812500000000*X1"10+
-39.18330250936560300000* X111+
-1543.53515625000000000000*X1"12+
89.36592935863882300000* X113+
4213.85546875000000000000*X1"14+
-28.53425410110503400000* X115+
-4475.82812500000000000000*X1"16+

(HO 110 vesidual plot The esfimated Ine s X2=HOKI) s

00001023664 40000000108

X2

residual

57463 84742

(ot ergon tesidual ot The estimaled Ine Is 2=t10c1)
D= 0.0007364734 WSE=  0.0000000186

0001
0

5.399: HECT),
043 3.659977

H<)
T679740

residual

#4967

(ot ergon tesidual plot The estimated Ine Is 2=410c1)
D= 0.0000355195 WSE=  0.0000000013

H(c)
7807032

0.06693278714515330000+ X3=
0.00096872929498204030*X1"1+
-0.04520157202942237700*X1"2+
-0.00275858333043288440*X1"3+
0.02098693347819846600*X1"4+
0.05889438558369875000*X1"5+
-0.04170386898277911300*X1"6+
-0.55974376387894154000*X1"7+
0.10307001079297606000*X1"8+
2.80556001514196400000*X1"9+
-0.19054156384027010000*X1"10+
-8.35619109869003300000*X1"11+
0.10881430686413296000*X1"12+
15.06040996313095100000* X113+
0.19172376901815369000*X1"14+
-16.10446360707283000000* X115+
-0.27125440162717496000*X1"16+
9.41034364700317380000*X1"17+
0.07943948994756056000*X1"18+
-2.30899981409311290000*X1"19+

Estimat *®°

ed
functio
n of X3

0.06692745159035373700+
0.00100926802133471940*X1"1+
-0.04403440576186312700*X1"2+
-0.00818694464396685360*X1"3+
-0.02190339320600287500*X1"4+
0.17682791128754616000*X1"5+
0.56392564276029589000*X1"6+
-2.03245097398757930000*X1"7+
-4.36716125474777070000*X1"8+
12.71202158927917500000*X1"9+
18.62126043066382400000* X110+
-47.70089125633239700000* X111+
-47.93447231641039300000* X112+
111.62678289413452000000*X1"13+
75.95208441745489800000* X114+
-164.07429504394531000000* X115+
-72.36105220322497200000* X116+
147.18862628936768000000*X1"17+
38.04211827833205500000* X118+
-73.61198830604553200000* X119+
-8.50006912779645060000*X1"20+
15.73104691505432100000*X1"21+

0.06693905433940017200+
0.00112085084241542180*X1"1+
-0.14931126567535102000*X1"2+
-0.05720452920922980400*X1"3+
0.23701512813568115000*X1"4+
2.79059713566675780000*X1"5+
-5.54301834106445310000*X1"6+
-82.39533479511737800000*X 17+
162.23004150390625000000*X1"8+
1337.14645475149150000000*X1"9+
-2696.40917968750000000000*X1"10+
-12839.57588338851900000000* X111+
26713.79687500000000000000*X1"12+
75017.66387939453100000000* X113+
-160488.68750000000000000000* X114+
-261974.91619873047000000000* X115+
573819.75000000000000000000* X116+
502634.39389038086000000000* X117+
-1124086.00000000000000000000* X118+
-407490.87664794922000000000* X119+
929648.50000000000000000000*X 120+
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(HEA) 8110 residual plot The estimated line is X3:

(HoXt). o tesidal ool The esfimated ine s X3-HOC

X3 residual o T et e e oot fasiduzl D= " 00000154305 WL 335t Bhthooa Fesidual D= 00000145410
2.2337. . 78611 43026
0
2.199: il HGC) -7.369 HEC) L1 [z R
0.02 0.066837 0 0.066833
ESt| mat X4= 0.25871634963780865000+ X4= 0.25874558828494687000+ X4= 0.25872414294541740000+
0.00190481592380820080*X1"1+ 0.00116615943989017980*X1"1+ 0.00218952529007765410*X1"1+
ed -0.08788307533168926400*X1"2+ -0.09370305367139275500*X1"2+ -0.28711437892281433000*X1"2+
. -0.00703720701858401300*X1"3+ 0.04326088697416707900*X1"3+ -0.11474610300501809000*X1"3+
fu nctio 0.04243934395884707600*X1"4+ 0.22944046422412612000*X1"4+ 0.09467011441657291500*X1"4+
n Of x4 0.16138683911412954000*X1"5+ -0.93365782871842384000*X1"5+ 5.82031850516796110000*X1"5+
-0.27570165432905469000*X1"6+ -2.57513941204121010000*X1"6+ 0.56867189035256160000*X1"6+
-1.52017983049154280000*X1"7+ 8.71797290444374080000* X117+ -174.21119821071625000000*X1"7+
1.41675009857317490000*X 18+ 15.23820672201236400000*X1"8+ 4.15725120907882230000*X1"8+
7.59491324424743650000*X1"9+ -43.85258543491363500000* X179+ 2847.46576309204100000000*X179+
-4.54018481299863200000*X1"10+ -50.98315056676892700000*X1"10+ -278.86300692148507000000*X1"10+
-22.45107614994049100000*X1"11+ 128.42374897003174000000*X1 11+ -27512.49142456054700000000* X111+
8.53803876909842070000*X1"12+ 99.67723387047044500000*X1"12+ 3717.06452841684220000000*X1"12+
40.04951357841491700000* X113+ -225.93347322940826000000*X1"13+ 161644.86083984375000000000* X113+
-9.34289753378470780000*X1"14+ -113.13078427802429000000*X1"14+ -21917.94077126681800000000*X1"14+
-42.32602667808532700000*X1"15+ 235.13924753665924000000* X115+ -567304.79101562500000000000*X1"15+
5.65262481257468610000*X1"16+ 69.18502820802859800000*X1"16+ 61310.82944253087000000000*X 1716+
24.40732628107070900000*X1"17+ -133.33349180221558000000*X1"17+ 1093264.07617187500000000000* X117+
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